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Abstract

Various forms of art and entertainment involve many different characters, and advances in human interfaces
have necessitated physical interactions in order to develop an improved sense of reality. In this paper we pro-
pose a method for generating the motions of characters using multidimensional keyframe animation in parallel
with real-time physical simulation. The method generates characters capable of physical interaction, and also
allows animators to use traditional methods for designing character motion. We have implemented the system and
confirmed its effectiveness experimentally.

Categories and Subject Descriptors (according to ACM
CCS): Computer Graphics [I.3.6]: Methodology and
Techniques—Interaction Techniques; Computer Graphics
[I.3.7]: Three-dimensional Graphics and Realism—Virtual
Reality; Animation

1. Introduction

In this paper, we propose a motion generation method com-
bining real-time physical simulation and prepared animation
using a multidimensional keyframe animation, to realize em-
pathetic characters with realistic physical interactions, while
reducing the amount of preparation needed.

With the recent development of human interface and dis-
play technology, virtual worlds used for works such as
games, entertainment and media arts are becoming more im-
mersive and empathetic. Flow of information between users
and virtual worlds is significantly increased using technolo-
gies such as haptic devices, motion sensors and 3D high res-
olution images.

These interfaces also allow for users to have “physical
interaction”, more direct interaction using their own bod-
ies, just as they would in the real world. Therefore, making
the virtual world itself more appealing is becoming more
and more important. To achieve this, we particularly focus
on characters in virtual worlds because they attract, interact
with and evoke empathy from users. As such, there is also

a growing necessity for empathetic characters with realistic
interactivity.

Due to the nature of physical interaction, realism is im-
portant, and characters must react based on dynamics. When
a virtual world is ruled with real world dynamics, users can
use real world knowledge to understand and predict the be-
havior of the virtual world. For example, when a character
is pushing an object, users can predict the mass of the object
by the speed or exertion of the character.

On the other hand, to evoke empathy from users, charac-
ters must tell the users their emotion or intention. Although
in games, this information is often expressed using thought
balloons or symbols, using character motions like stage or
movie actors allows more varied expressions of emotion or
intention and helps users to empathize more with the char-
acters. To create such characters, handmade motions are im-
portant. Animators make character motions from scratch or
modify captured motions for various individualities and sit-
uations in scenario. In addition, a particular pose or motion
for the character sometimes becomes a key to progress the
scenario.

To realize empathetic characters with realistic physical in-
teractivity, characters’ reactions must be varied. However,
preparing all of those reaction motions as motion data (e.g.
keyframe animations) can create enormous production costs.
For practical use, automatic generation of various motions
from smaller amounts of motion data is necessary. Those
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motion generation systems must allow animators to design
output motion as easily as creating handmade motions, and
without having to acquire new skills, for the purpose of gen-
erating motion to express content.

We have set the goal of our motion generation method to
realize characters with animator-designed motions and re-
alistic physical interactivity, while reducing the amount of
preparation needed. We first describe related works in sec-
tion 2, then explain the proposed method in section 3, 4 and
5, and lastly evaluate the effectiveness of the method exper-
imentally in section 6.

2. Related Works

There are various studies on characters for physical interac-
tions using, for example, motion databases, physical simula-
tion and combination of both motion database and physical
simulation.

2.1. Motion Database and Motion Editing

In methods with motion databases such as [KGP02, PB02,
KG04], reaction motion of characters is generated by replay-
ing prepared motion data selected from a motion database
corresponding to situations and users’ interactions. These
methods are still popular for game characters. Since motion
databases have to contain every motion for expected interac-
tions, increased variation of character actions or use of input
devices which allow more variety of input cause a rapid in-
crease in the motion data required.

As a solution, methods which expand variety of basic
input motions and generate motion automatically to meet
to the situation are desired. With methods as Motion re-
targeting [Gle98], motion blending [BW95] and interpola-
tion [WH97,RCB98,CHP07], characters react in various sit-
uations only with the preparation of basic motions, rather
than having every motion prepared for an expected situation.
However, these post-processes sometimes defers the laws of
physics. [IAF07] proposed the method to evaluate natural-
ness of blend results, but it only works with limited situa-
tions.

2.2. Physical Simulation

Another solution for generating character motion automat-
ically is to use physical simulation. [HWBO95, FvdPT01,
HTH05] applied methods using articulated body simulation.
Using these methods, characters can react dynamically in
any situation because physical law is simulated. However,
articulated body simulation has some difficulties in practical
use. To attain a desired motion, creators have to build artic-
ulated body models and controllers for the characters. An
articulated body model itself has many parameters that must
be adjusted to attain the desired motion. Moreover, the con-
troller for such a model often becomes complex and also has

many parameters. Since adjusting motion with these param-
eters is very different from traditional motion design meth-
ods, animators are forced to learn additional skills to use
these methods.

Physical law is also combined with motion data in sev-
eral ways. [RGBC96, KSK00] used optimization to make
motions ruled by physical law. However, optimizations cre-
ates large computational costs and are difficult to implement
in real time. To achieve real time motions ruled by physical
law and with lower computational cost, [ALP04] used tran-
sition patterns of whole body momentum and generated var-
ious physically realistic motions from single motion capture
data. However, it is not being used for generating reaction
motion from force input. [AFO05] used a pre-trained evalu-
ator to discriminate desired modifications, but it still requires
ample motion data for a motion database.

[ZH99, OM01, ZH02, WJM06] used articulated body
model simulation controlled to fit motion data. [SPF03]
switched dynamic motion and motion data according to the
situation, and [ZMCF05] used simulation to bridge captured
motions. These methods still have the problem of adjusting
parameters of the articulated body model, or the need to pre-
pare enough motion data for a motion database.

Simulated characters must be driven by physical con-
trollers. Walking and balancing are basic behaviors for
human-like characters, and physical controllers are re-
searched such as using limit cycle control [LvdPF96], in-
verted pendulum control [KLKK05] or finite state machine
[YLvdP07]. On the other hand, [YPvdP05] generates bal-
ancing behaviors with data-driven method, but it needs vast
amount of prepared motion data. Our method employs in-
verted pendulum control to maintain balance during gait.

2.3. Simple Physics with Motion Data

A solution for difficulties in articulated models and con-
trollers is combining of simple physical simulations and mo-
tion data. Decreasing dimension [SHP04] or simplifying the
model [PW99] is used to decrease computational cost of op-
timization. Some computer games approximate a character
as a mass point with collision detection, and achieve out-
put by replaying motion data at the position of a simulated
model. Our method employs a single rigid body model for
a character. A rigid body is different from a mass point in
ability of simulating rotational motion, which is important
for expressing balancing or falling down.

A recent game employs multiple pendulum models to
generate motion of hanging characters [USS∗]. They apply
the angle of pendulums to the angles of bones of the ani-
mated character. To create realistic motion, they modify the
angles of bones by adding values which are proportional
to the simulated values. Motion designers adjust the coef-
ficients of added values to create realistic motion. However,
the adjustments are not intuitive and take considerable time.

c© 2008 The Author(s)
Journal compilation c© 2008 The Eurographics Association and Blackwell Publishing Ltd.



H. Mitake, K. Asano, T.Aoki, S.Marc, M.Sato, S.Hasegawa / Physics-driven Keyframe for Artist-directable Interactive Character

�������	
���	����� ���������

�������� 	
������ ���� 	
���

��������	
���
� �	����	 �	�

�������� 	
���

Q ���D��Θ���B�

���������	
���

R ����r��θ��r��θ �
�


�

�����	�����	�
��������	
���
���	����	 �	��

����

Θθ

���	������	�

���	�

����
�	

D

fc: R    Q
����	���
�	
�	�

��
����

D

r

���������	�

���������	

� 



��������	�

��

���

����
������

�� B ���	�����	�����

���	��	�����������
	��	������


���������
��

Figure 1: Overview of the proposed method

In our method, connection of simulation and motion data
which is described with a multidimensional keyframe ani-
mation provides intuitive adjustments of output motions.

[dSAP08] employed 3-link model which represents sup-
porting/idling leg and upper body. Optimization to keep bal-
ance is solved and combined with walking motion data. The
method generates various locomotion for uneven and dy-
namic floor from single input motion data in real time. How-
ever, the method generates reactions within only one step.
In our method, inverted pendulum controller for single rigid
body model can generate long term reaction motion for user
interaction.

3. Overview of Proposed Method

Our motion generation method uses keyframe animation and
links it to real-time dynamics simulation. The dynamics sim-
ulation calculates physical effects applied to the character
by the environment, and the keyframe animation describes
the motions by intention and emotion. In this way we obtain
characters with empathetic animator-designed motions and
realistic physical interactivity. Figure 1 shows an overview
of our method.

In our method, both physical simulation and keyframe an-
imation are driven by the command from the character AI.
Character AI determines the behavior of each character. AI
determines goal of attitude and locomotion for the character
controller, which in turn, makes the character model perform
the desired behavior. AI also determines a type of behavior
for the animation.

We use a real-time rigid body dynamics simulator and a
single rigid body model as the physical model of a charac-
ter. We can then simulate dynamics of the entire body and
generate various motions for physical interaction. A charac-
ter controller controls the character model to attain transla-
tional and rotational behavior determined by AI. We used an

inverted pendulum-based method, known as one of the sim-
plest approximations of creatures standing with legs [SK91].
Controlling a single rigid body character model does not re-
quire advanced knowledge of control, and has few parame-
ters to adjust.

In addition, various keyframe animations prepared by an-
imators are linked to the result of a rigid body simulation to
achieve appealing and emotive motions. Character motion is
easily designed by changing or adjusting keyframe anima-
tions to be linked with a rigid body. For example, preparing
different keyframe animation sets for each character results
in individual motions for each character. If a keyframe set
describing a specific pose is added, then the character will
become able to take this pose.

Since various motions are generated automatically with
the combination of a rigid body simulation and keyframe an-
imation, creators are required fewer prepared keyframe ani-
mations. In addition, keyframe animations are a popular way
to describe character motion, and animators can use their ex-
isting skills to create.

Details of the proposed method are described in the fol-
lowing sections. Section 4 describes physical simulation and
character control. Section 5 describes the multidimensional
keyframe set.

4. Physical Simulation

In this method, we used a real-time physical simulator,
which simulates translation and rotation of a rigid body by
calculating forces between multiple rigid bodies, such as col-
lisions and friction. Every character and the objects they may
come in contact with are represented as rigid body models.
The simulation gives characters varied and physically real-
istic motions to realize physical interaction. Each character
model is controlled by the character controller to attain a be-
havior of the character. We describe the rigid body model
and control of the character in following sections.

4.1. Character Model and the Rigid Body Space

The character’s body is considered as a mass system. We
consider the mass of parts which move differently from the
body trunk while walking, such as arms and legs, to be van-
ishingly small. With this approximation, a walking body is
modeled as a single rigid body fixed to the body trunk. Com-
pared to an articulated body, a single rigid body model has
much fewer parameters, requiring no complex control and is
easy to adjust to obtain a desired motion.

A single rigid body can also be used to approximate con-
servation of linear and angular momentum of the whole
character body. Conservation of momentum is important be-
cause it strongly reflects the physical effects of the envi-
ronment which are intentionally unavoidable for the charac-
ter. Changes in total linear and angular momentum are only
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Figure 2: Physics Model of Character

caused by external forces applied to the character. The exter-
nal forces are quite limited according to character conditions
(i.e., contact forces are only applied in each contact area with
limited strength and direction, and gravity is constantly ap-
plied on the center of mass of the character). Therefore, total
momentum of the character is determined depending on the
environmental forces, such as gravity and collisions.

A rigid body model has parameters for mass, center of
mass, inertia tensor and shape. Those parameters are deter-
mined from settings of a character in the work and should be
adjusted to achieve the desired motion. In particular, stabil-
ity while standing can be adjusted by changing the bottom
shape of the model.

To represent rotation of the rigid body model, we define
two coordinate systems Sr and Sc (Figure 2(b)). Sr is the
local frame of the rigid body model with a basis of three unit
vectors (eeexr,,,eeeyr,,,eeezr). Sc is a coordinate system with a basis
of three unit vectors (eeexc,,,eeeyc,,,eeezc), such that eeexc and eeezc are
in the floor surface. Then we define rotation of the rigid body
model θθθ(θx,θy,θz) as sinθx = eeeyr · eeexc, sinθz = eeeyr · eeezc and
θy = arccos(eeezc ·eeezzz)sgn(eeezc×eeezzz), where eeezzz is the Z-basis of
the world coordinate system.

We define rrr as the center of mass of the rigid body model
in the world coordinate system. Finally we define the rigid
body space RRR as {rrr,θθθ, ṙrr, θ̇θθ}.

4.2. Character Control

A character controller controls the rigid body model to attain
an intended position and orientation which are determined
by the character AI.

We simplified the rigid body model into a physical model
similar to an inverted pendulum (Figure 2(c)). The inverted
pendulum consists of a massless rod and the point mass at
the end of the rod. The mass of the point mass M is same
as the mass of the rigid body model. The rod has a length
l, which is same as the distance between the base and the
center of mass of the rigid body model.

Figure 2(a) shows a character and the rigid body model
of the character. When we consider a walking character, the
point of application of floor reaction force is a certain point

on the neighboring floor to the rigid body, because charac-
ters move their legs when walking. Therefore, it is possible
for the point to be such as Figure 2(a)-β, not limited to the
contact point between the rigid body and the floor(Figure
2(a)-α).

A human walks keeping balance by controlling floor reac-
tion force and center of pressure of the force. We apply the
same control to the character. The floor reaction force con-
sists of normal force and friction force. When the rigid body
contacts to the floor, the rigid body is subjected to the nor-
mal force from the floor fff NNN( fNx, fNy, fNz). The controller
applies friction force fff FFF ( fFx, fFy, fFz) between the foot of
the character and the floor which depends on the motion of
the foot, and torque τ corresponds to the difference between
supposed center of pressure and contact point of the rigid
body and the floor. Where Z-coordinate value of point α
and β in Figure 2 is given as αz,βz, then τ is calculated as
τ= (βz−αz) fN .
In our method, however, a constraint for βz is given in-

stead of an actual value of βz. That is, βz is in the neigh-
borhood of the rigid body. Corresponding to this constraint
of βz, τ is also constrained as τmin < τ < τmax. This con-
straint corresponds to a movable range for the center of pres-
sure, that is, a reachable range for the legs. Also | fff FFF | is
constrained as fFmin < | fff FFF |< fFmax, corresponding to fric-
tion coefficient of the floor and maximum horizontal force
which can be generated by the legs of the character. Those
constraints are determined from individual character set-
tings and environment settings (e.g. friction coefficient of
the floor).

Then we derive equations of motion for the model with
the rigid body space defined in section 4.1. We consider rigid
body motion projected into the plane defined by eeexc, eeeyc, and
the plane defined by eeeyc, eeezc. We discuss only the motion
projected into the plane defined by eeeyc, eeezc, because these
two projected motions are equivalent. With the moment of
inertia Ix of the rigid body about the axis eeexc the equations
of motion become respectively :

Mr̈z = fFz (1)
Mr̈y = fNy−Mg (2)

Ixθ̈x = l
(

sinθx
−cosθx

)
×

(
fFz
fNy

)
+ τ (3)

After linearization with θx ≈ 0 and simplification, the equa-
tions of motion become :

Mr̈z = fFz (4)
Ixθ̈x = Mglθx+Mlr̈z+ τ (5)

To reach character position, we control character velocity
ṙz. If we define the target orientation θx0 and velocity ṙz0, we
can reach this target by controlling fFz and τ. Such control is
possible with a state feedback controller if θx ≈ 0. When the
character falls down (i.e. θx� 0), we use PD control of fFz
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Figure 3: State Machine to Select Control Policy
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Figure 4: Multidimensional Keyframe Set

and τ to put a brake on the character and to stand up after the
character stopping. We defined the state machine in Figure 3
to select the control policy.

5. Animation with a Multi Dimensional Key-frame Set

In our method, motions caused by internal forces in the
mass system of a character are generated with keyframe ani-
mations.Concretely, from the perspective of dynamics, each
joint of a character must generate torque to move its own
arms or legs and to change its pose. However, the forces gen-
erating joint torques are internal forces in the mass system
of the character. Those internal forces cannot be simulated
with a single rigid body model simulation. Motions caused
by those internal forces are generated with keyframe anima-
tions corresponding to the state of rigid body model.

We propose a multidimensional keyframe set: a set
of keyframes in multidimensional space, whereas a usual
keyframe animation is a set of keyframes on a 1-dimensional
time axis. Such multidimensional space is also used in the
spatial keyframing [IMH05]. In our method, this allows cor-
respondence of a determined character pose not only in time
space but also in the rigid body space.

We describe an example of the multidimensional
keyframe space and a keyframe set, correspondence func-
tion, and typical design procedure in the following sections.

5.1. Keyframe Space and Multidimensional Keyframe
Set Definition

The keyframe space is defined based on the dimensions of
the rigid body space, or independent of the rigid body space
and the correspondence between the two spaces is defined
by a transformation function. In correspondence to the rigid
body space, we define a multidimensional space with dimen-
sions representing tilt of the character, (Θx,Θz), total trav-
elled distance of the character, (Dx,Dz). In correspondence
to the character AI, the space also has a dimension represent-
ing type of behaviors of the character, B. Finally, we define
the keyframe space Q as {Θx,Θz,Dx,Dz,B}.
We define a multidimensional keyframe set as the set of

keyframes in the keyframe space. Determination of a rigid
body state by the physical simulator defines a point in the
rigid body space. Then the point is mapped into the keyframe
space, and the character pose is achieved by interpolating
nearby keyframes to the point in keyframe space. Finally, the
character motion is achieved by displaying the interpolated
pose in the local frame of the rigid body model, Sr.

For example, the keyframe set given in Figure 4 repre-
sents walking motion and falling down motion. When the
rigid body model rotates vertically while changing its posi-
tion horizontally, the resulting motion of the character be-
comes a combination of both walking and falling down mo-
tions.

5.2. The Correspondence Function

We must define a function which transforms the rigid body
space into the keyframe space. The simplest way is to de-
fine identical functions for each corresponding dimension.
We define a correspondence between (Θx,Θz) and (θx,θz) as
identical. For cyclic motions like walking, we use a periodic
function which corresponds total travel distance of a char-
acter into the dimension of the keyframe space represent-
ing the phase of walking such as {(Dx,Dz)|Dx,Dz ∈ (0,1)}.
Total travel distance of the character in front-back direction
and in sideways direction is defined as equation 6 and 7. The
eeexc(t), eeezc(t) are basis vectors at time t mentioned in section
4.2, ṙrrxz(t) is a velocity of the character at time t projected
into the plane defined with eeexc(t),eeezc(t). tnow is current time.

Dfront =
Z tnow

t=0
eeezc(t) · ṙrrxz(t)dt (6)

Dside =
Z tnow

t=0
eeexc(t) · ṙrrxz(t)dt (7)

Then we define a periodic function as equation 8, and we
achieve transformation into the keyframe space as equation

c© 2008 The Author(s)
Journal compilation c© 2008 The Eurographics Association and Blackwell Publishing Ltd.



H. Mitake, K. Asano, T.Aoki, S.Marc, M.Sato, S.Hasegawa / Physics-driven Keyframe for Artist-directable Interactive Character

9.

p(x) := x−�x� (8)
(Dx,Dz) = (p(Dside), p(Dfront)) (9)

As for the dimension B, each value in this dimension cor-
responds to a type of behavior, determined by the charac-
ter AI. This represent changes in the behavior caused by an
intention of the character. This is similar to how animators
usually prepare several animations, each describing differ-
ent behaviors. All values in this dimension are considered as
adjacent during interpolation.

5.3. Typical Design Procedure of Multidimensional
Keyframe Sets

A multidimensional keyframe set is achieved with a combi-
nation of several 1-dimensional keyframe animations. This
animations have to be built with each keyframe to its correct
position in the keyframe space. Furthermore, because the fi-
nal animation is displayed in the coordinate system Sr, each
keyframe has to be made in this coordinate system.

Just as in traditional keyframe animation, checking out-
put motions and adjustment of keyframe sets by animators
is necessary to achieve natural motion of the characters. Af-
ter preparing roughly made keyframe sets, the motion gen-
eration system is activated and characters are interacted with
as expected. Animators can add or adjust keyframes to re-
fine the motion. Doing so, animators can use their traditional
knowledge to attain desired motions.

6. Evaluation

We evaluated the effectiveness of the proposed method. We
implemented and configured a motion generation system
with the proposed method. Using the system, we gener-
ated character motion for repeated random impact forces ex-
pected to be seen during interaction with users.

Figure 5 shows some examples of generated motion. The
system successfully generated approximately 30 totally dif-
ferent patterns of motions. In addition even two motion
of the same pattern are quite different. It is important to
note that these motions are generated with only 6 one-
dimensional keyframe animations. To confirm the effective-
ness of the proposed method, we showed these 30 patterns
of motions to some animators. They say, it will take about
15 hours to create these patterns with conventional keyframe
animation from scratch, while it takes 1.5 hours to create the
multidimensional keyframe for the proposed method using
the same tools to create keyframe animations.

For whole body physical reaction motion, the character
walks quickly in the same direction as the impact force to
recover attitude. When the point of application of the impact

Figure 5: Examples of Generated Motion

force is slanted from the center of the body trunk, the charac-
ter pivots on a single foot horizontally. In addition, indepen-
dently of the timing, the system generated smooth motion
transition. This is important for physical interaction because
it is possible to apply various and unpredictable forces.

These generated motions also reflect specified features of
motion in a prepared keyframe set. For example, a charac-
ter folds the body trunk and finally sits down when he falls
backward. The character also flutters his hands when he falls
laterally. On the other hand, our method cannot generate mo-
tions in which only the upper body moves after the impact
force or motions which change bending angle according to
the strength of the force.

To validate physical reality of generated motion, we also
conducted a subjective experiment. We describe the experi-
mental configuration and the experiment itself in the follow-
ing sections.

6.1. Experimental Configuration

The system was run on a Laptop PC with an Intel(R)
Core2Duo T7300 Processor, Windows XP. Microsoft Visual
C++ 7.1 for development, and DirectX 9.0 for graphics. We
employed Springhead [HS04], which is a rigid body dynam-
ics simulator with a penalty method based collision engine,
working in real time on an average PC.

A character rigid body model is shown in Figure 6. The
model is 1.5[m] tall, weighs 40.0[kg] and has an inertia ten-
sor of 10.0III[m2 · kg] where III is a unit matrix. We used a
narrow shape for the bottom, allowing the character to fall
down more easily in the front-back direction. We also made
the side and top of the model convex to ensure the character
lands face up or face down when it falls, instead of taking a
transverse or inverted pose. This contributed to a reduction
in standing up motion after falling down.
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Figure 6: Rigid Body Model of Character

Figure 7: Graphic Model of Character

We used a polygon model shown in Figure 7 for the ani-
mation. We defined the keyframe space as equation 10.

Q={(Dx,Dz,Θx,Θz,B)|Dx,Dz ∈ [0,1],

Θx ∈ [−π,π],Θz ∈ [−π
2

,
π
2

]}
B ∈ {”Walking and Falling down”,”Standing up”}

(10)

Then we prepared a keyframe set shown in Figure 8 con-
sisting of 12 1-dimensional keyframe animations, totaling
57 keyframes. For the B = “Walking and Falling down”
subspace (Figure 8(a)), all keyframes are put in the (Θz =
0,Dx = 0) plane or (Θx = 0,Dz = 0) plane. For the B =
“Standing Up” subspace (Figure 8(b)), all keyframes are put
on (Θz = 0,Dx = 0,Dz = 0) line because the character AI
decides to stop standing up if the character falls down in a
sideways direction (i.e. Θz �= 0) or if the character translates
horizontally (i.e. Dx,Dz �= 0).

6.2. Experiment

We evaluated dynamically correctness for generated motions
of the system. When we watch some motions of creatures re-
acting to certain causal forces, we can make rough estimates
of the forces. We conducted subjective experimentation to
verify if the subjects can make rough estimates of the causal
forces by only watching the reaction motions generated by
the system. First, we showed the subject a generated motion
reacting to a randomly selected impact force. The subject
could watch the motion repeatedly. Then, the subject was
asked to choose the impact force which caused the motion.
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Figure 8: Keyframe Sets used for Evaluation
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Figure 9: Applied Forces in the Experimentation

We applied the force FFF as shown in Figure 9. The θpos and
θdir range −45◦, 0◦ and 45◦, h ranges 0.0, 0.5 and 1.0[m].
Strength of the force |FFF| has two different patterns, “strong”
and “weak”. The force was randomly selected from combi-
nations of these parameters, and we showed the subject gen-
erated motion after the force was applied once. The subjects
were asked to choose the parameters of impact force which
caused the motion. 6 men in their twenties participated in the
experiment, and each subject tried 20 times.

6.3. Result

First, we calculated distance between the chosen answer and
the correct answer. Then we calculated the accuracy rate, or
the rate of answers which had a distance of zero, for each pa-
rameter. We used absolute angle values for the direction of
the force, θdir+θpos, instead of θdir itself. After the normal-
ization with minimum interval of choices for each parameter,
we also calculated average μ and standard deviation σ of the
distances.

Table 1: Result of the Impact Force Estimation Task

θpos θdir+θpos h |FFF|
Accuracy Rate 0.73 0.78 0.54 0.88

μ 0.017 -0.099 -0.008 0.041
σ 0.545 0.488 0.766 0.350

c© 2008 The Author(s)
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Table 1 shows the results. For parameters except the
height h of the position where the force applied, the accuracy
rate is over 0.7. The error was distributed equally and nar-
rowly according to the value of μ and σ, i.e. most errors oc-
curred in neighboring choices. Despite the accuracy rate of
the parameter h being relatively low, most parameters were
accurately guessed by viewing the generated reaction motion
of the character. Therefore, we consider the characters mo-
tion generated with the proposed method to look physically
correct.

7. Conclusion

The proposed method is able to generate various and dynam-
ically correct reaction motions for various forces repeatedly
applied to the character. The method is especially effective
at generating physical reaction motion with the entire body
of the character. For example, if it is used for a character
walking around freely in a 3D field, the system will generate
physically realistic motions such as locomotion with entire
body (walking, running, jumping etc.) or generating and re-
acting to force with the entire body (crashing, pushing etc.).

Motions generated with the method can be designed with
prepared keyframe sets, which can be created using tradi-
tional animator skills. Drastic reduction in preparation of
keyframe animation is achieved because various motions are
automatically generated from a few prepared keyframe sets.
A single rigid body model used as a simulation model of
a character has few parameters to be adjusted and is easy
to control without advanced knowledge of control systems.
Since a single rigid body character model needs low compu-
tational cost, the method is also effective at applying physics
on a great number of characters, such as background mobs.
This will contribute to raising the level of reality for the en-
tire virtual world.

On the other hand, the proposed method is not applicable
if the effect on body parts, aside from the body trunk, can-
not be neglected. Using articulated body model is a possible
solution. We must separate bare essentials of the rigid body
which are considered as non-negligible for the desired inter-
action. For example, if the arms of the character need to be
moved freely, we must use an articulated body with a body
trunk and arms. More varied interactions with characters will
be achieved with a relaxation in the number of rigid body
parts. Nevertheless increasing the number of body parts may
increase computational cost.

One of the possible extensions of our method is to enable
more than one behavior dimension of the keyframe space to
the character AI. Currently, the AI uses only one dimension
of the keyframe space for behavior, while physical simula-
tion uses 4 dimensions of the keyframe space. If we assign
more than one dimension of the keyframe space to the AI,
such as strength of a certain emotion of the character, various
motions reflecting the character AI will be generated auto-
matically. In this way, a multidimensional keyframe set will

be useful to describe detailed motion in combination with
rough simulation of characters physically and even emotion-
ally.
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